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Abstract 

 

Using GARCH(p,q) models, in this study our aim is to examine and search the characteristics of volatility of Turkish 

sugar price. Due to the ARCH effects on price, ARCH(q), GARCH(p,q) and EGARCH(p,q) including these effects on 

mean and variance equations were estimated. Normal, t-Student, and generalized error distributions with Maximum 

Likelihood Estimation Method were estimated for these models. Determining the optimal parameters, Marquardt’s 

algorithm (1963) was used for maximizing the log-likelihood function. Mean absolute percentage error (MAPE), 

root mean square error (RMSE) and mean absolute deviation (MAD) were used to determine the fit model for 

making predicting. In this study, we found the best model as a GARCH (1,1) model.  
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INTRODUCTION  
 

Commodity prices has volatility over time and 

volatility may be defined for measuring the 

price varieties of financial data over time. 

Volatility can give a significant information 

when the volatility has a good interpretation. 

Especially, volatility is more sensitive in the 

financial markets than the other commodity 

markets. For instance, jewellery, oil, gas, 

agricultural commodity prices are linked with 

natural disasters, wars, economic crisis and 

unexpected meteorological conditions.  

G20 Leaders Declaration at Los Cabos 

Summit emphasized The Action Plan on Food 

Price Volatility and Agriculture adopted by 

the Ministers of Agriculture in 2011 

underlined that to feed a world population 

expected to exceed 9.3 billion by 2050, 

agricultural production will have to increase 

between 50 and 70 percent, and by almost 100 

percent in developing countries (G20 

Information Centre, 2020) [15]. 

G20 Leaders' Declaration at St. Petersburg 

Summit in 2013 they reaffirm their 

determination to implement all previous G20 

commitments and existing initiatives 

including that stated in the Action Plan on 

Food Price Volatility and Agriculture which 

the G20 endorsed in 2011 G20 Information 

Centre, (2020) [16]. 

In these days, many researchers investigate 

the forecasting of agricultural commodity 

prices on different countries by using various 

approximations. 

Aradhyula and Holt (1988) [3] applies recent 

developments in time-series modelling to 

analyse the retail prices of beef, pork, and 

chicken. Ex post forecast intervals generated 

from the GARCH processes indicate that the 

forecasting accuracy of the estimated models 

has varied widely over time with substantial 

volatility occurring during the 1970s and 

early. 

Yang and Leatham (1999) examine the price 

discovery function for three U.S. wheat 

futures markets: the Chicago Board of Trade, 

Kansas City Board of Trade, and Minneapolis 

Grain Exchange [36].  

Yang, Haigh, Leatham (2001) examine the 

effect of the recent radical agricultural 

liberalization policy, i.e. the 1996 FAIR Act, 

on agricultural commodity price volatility 

using GARCH models. Results of the study 

indicate that the agricultural liberalization 

policy has caused an increase in the price 

volatility for three major grain commodities 

(corn, soybeans and wheat) and little change 

for oats, but a decrease for cotton [37]. 

Apergis and Rezitis (2003) investigates 

volatility spillover effects across agricultural 

input prices, agricultural output prices and 

mailto:asahinli@ankara.edu.tr
mailto:asahinli@ankara.edu.tr
http://www.g20.utoronto.ca/summits/2012loscabos.html
http://www.g20.utoronto.ca/summits/2012loscabos.html
http://www.g20.utoronto.ca/summits/2013stpetersburg.html
http://www.g20.utoronto.ca/summits/2013stpetersburg.html
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retail food prices using the technique of 

GARCH models. Their findings show that the 

volatility of both agricultural input and retail 

food prices exerts significant, positive 

spillover effects on the volatility of 

agricultural output prices [2]. 

Beckmann and Czudaj (2014) investigate the 

volatility spillover between various 

agricultural futures markets from a new 

perspective. Their study results provide 

evidence in favour of an existing short-run 

volatility transmission process in agricultural 

futures markets [5]. 

Zhang and Choudhry (2015) investigate the 

forecasting ability of six different generalized 

GARCH models; bivariate GARCH, 

BEKKGARCH, GARCH-X, BEKK-X, Q-

GARCH and GARCH–GJR based on two 

different distributions (normal and student-t). 

Forecast errors based on four agricultural 

commodities’ futures portfolio return 

forecasts (based on forecasted hedge ratio) are 

employed to evaluate the out-of-sample 

forecasting ability of the six GARCH models. 

The four commodities under investigation are 

two storable commodities: wheat and 

soybean, and two non-storable commodities: 

live cattle and live hogs [39]. 

Sanjuan-Lopez and Dawson (2017) examine 

the effects of speculation in the form of index 

trading on contemporaneous returns and 

volatility on corn, soybeans and wheat futures 

markets on the Chicago Board of Trade using 

multivariate generalised autoregressive 

conditional heteroscedasticity models and 

weekly data for 2006 –2014 [28]. 

In 2018, the crystal sugar production in 

Turkey was estimated to be 685,560 metric 

tonnes. The demand and supply of sugar relies 

on various factors such as domestic/foreign 

political implications, economic conditions, 

meteorological and environmental factors. 

Moreover, there is a high difference mark 

between the sugar beet at producer prices and 

crystal sugar at consumer prices (Turkseker, 

2020) [30]. 

Sugar is a curious crop that due to the fact that 

it gives raw materials for agriculture sector. 

TURKSEKER beet sugar industry has 15 

sugar factories that its capacity has 36% of its 

demand. TURKSEKER is a good and 

efficient organization in Turkey that it is 

responsible for the marketing and the 

production of sugar. The sugar price has been 

determined by the supply conditions in 

Turkey. Consumer prices has been steadily 

increasing for that reason it is very important 

part of economic events. Especially, 

household behavior in Turkey sensitive these 

prices and they follow all food prices in every 

time to buy the cheapest food for nutrition. 

The responsible organization in Turkey follow 

the sugar production and price to 

implementation for efficient and productive 

policy. 

Time series analysis has been using in 

different areas for instance in econometrics, 

economics, social sciences and etc. In this 

paper, we aim to analyze the Turkish sugar 

price on a monthly base between 1994 and 

2020 and ARCH, GARCH, EGARCH models 

and Box-Jenkins methods were used for 

forecasting the next years. The sugar price 

data was gathered from The Turkish 

Statistical Office’s (Turkstat) database. 

(Turkstat, 2020) [31]. 

The study has four parts that first section is 

about the literature for sugar price. Second 

and third parts about the methodology of 

ARCH, GARCH, EGARCH and Box-Jenkins 

method. And, the last section has the 

empirical findings and discussions. 
 

MATERIALS AND METHODS  

 

Autoregressive Conditional 

Heteroskedasticity (ARCH), GARCH, 

EGARCH and ARIMA models particularly 

tested in this study. This study’s contribution 

in literature is to determine the fit model for 

the sugar price data via comparing these 

methods. 

Data 

The Turkish sugar price data has about 

monthly data and it was taken from January 

1st, 1994 to April 31st, 2020. Its number of 

observations is n=316. This data includes 

commodity price and gathered from the 

Turkish Statistical Institute (TurkStat) 

database.  

 

 

https://www.turkseker.gov.tr/data/dosyalar/Faaliyet_Raporlari2019_12_07_11_13_20_097.pdf
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Forecasting Methods 

Forecasting research has been used 

increasingly in the world. Especially, 

GARCH, EGARCH, TARCH models and 

Box-Jenkins ARIMA model are popular 

methods for predicting analysis.  

ARCH(Q) model 

In order to test the financial series volatility, 

the Autoregressive Conditional 

Heteroscedasticity (ARCH) model was 

developed by Engle (1982) [14]. ARCH 

model has a conditional mean equation and a 

conditional variance equation. Before 

estimating GARCH models, it must test for 

autocorrelation of residual. After that, the 

variance equation has to be estimated during 

the process. Maximum likelihood method is 

used to estimation for the mean equation and 

the variance equation. ARCH model is an 

autoregressive process (AR) and written as: 

The ARCH regression model is obtained by 

assuming that the mean of 𝑦𝑡 is given as 𝑥𝑡𝛽 a 

linear combination of lagged endogenous and 

exogenous variables included in the 

information set 𝜓𝑡−1  with 𝛽  a vector of 

unknown parameters.  

Formally, 

𝑦𝑡|𝜓𝑡−1~𝑁(𝑥𝑡𝛽, ℎ𝑡),        (1) 

ℎ𝑡 = ℎ(𝜀𝑡−1, 𝜀𝑡−2, … , 𝜀𝑡−𝑝, 𝛼)        (2) 

𝜀𝑡 = 𝑦𝑡 − 𝑥𝑡𝛽      (3) 

The variance function can be further 

generalized to include current and lagged x’s 

as these also enter the information set. The h 

function then becomes, 
ℎ𝑡 = ℎ(𝜀𝑡−1, 𝜀𝑡−2, … , 𝜀𝑡−𝑝, 𝑥𝑡 , 𝑥𝑡−1, 𝑥𝑡−2, … , 𝑥𝑡−𝑝, 𝛼) 

      (4) 

or simply 

ℎ𝑡 = ℎ(𝜓𝑡−1, 𝛼)          (5) 

𝜎2 : the conditional variance of random 

variable. 
𝜎𝑡

2 = 𝑣𝑎𝑟(𝑢𝑡|𝑢𝑡−1, 𝑢𝑡−2, … ) = 𝐸[(𝑢𝑡 −
𝐸(𝑢𝑡))2 |𝑢𝑡−1, 𝑢𝑡−2, … ]    

  (6) 

Since 𝐸(𝑢𝑡) = 0, therefore 
𝜎𝑡

2 = 𝑣𝑎𝑟(𝑢𝑡|𝑢𝑡−1, 𝑢𝑡−2, … ) = 𝐸[𝑢𝑡
2 |𝑢𝑡−1, 𝑢𝑡−2, … ] 

      (7) 

The ARCH effect is modeled as; 

𝜎𝑡
2 = 𝛾0 + 𝛾1𝑢𝑡−1

2          (8) 
𝑣𝑎𝑟(𝑢𝑡) = 𝛾0 +
𝛾1𝑢𝑡−1

2                         𝑢𝑡~𝑁(0, 𝑣𝑎𝑟(𝑢𝑡))  
   (9) 

𝛾0, 𝛾1 are unknown parameters. 

Full model is expressed as; 

𝑟𝑡 = 𝜇 + 𝑢𝑡 ,                𝑢𝑡~𝑁(0, 𝜎𝑡
2)  (10) 

𝜎𝑡
2 = 𝛾0 + 𝛾1𝑢𝑡−1

2      (11) 

𝛾0 ≥ 0, 𝛾1 ≥ 0      (12) 

i) a conditional variance its value must always 

be strictly positive. 

𝑟𝑡 = 𝜇 + 𝑢𝑡 ,                𝑢𝑡~𝑁(0, 𝜎𝑡
2)   (13) 

𝜎𝑡
2 = 𝛾0 + 𝛾1𝑢𝑡−1

2 + 𝛾2𝑢𝑡−2
2 + ⋯ + 𝛾𝑝𝑢𝑡−𝑝

2   (14) 

𝐻0: 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝐴𝑅𝐶𝐻 𝑒𝑓𝑓𝑒𝑐𝑡   (15) 

𝐻𝑎: 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝐴𝑅𝐶𝐻 𝑒𝑓𝑓𝑒𝑐𝑡   (16) 

If there is no serial correlation in the error 

variance, then 

𝐻0: 𝛾1 = 𝛾2 = ⋯ = 𝛾𝑝 = 0   (17) 

𝑢̂𝑡
2 = 𝛾0 + 𝛾1𝑢̂𝑡−1

2 + 𝛾2𝑢̂𝑡−2
2 + ⋯ + 𝛾𝑝𝑢̂𝑡−𝑝

2   (18) 

 

GARCH models 

The ARCH process introduced by Engle 

(1982) explicitly recognizes the difference 

between the unconditional and the conditional 

variance allowing the latter to change over 

time as a function of past errors (Bollerslev, 

1986) [6]. 

The GARCH (p, q) process (Generalized 

Autoregressive Conditional 

Heteroskedasticity) is then given by, 

𝜀𝑡|𝜓𝑡−1~𝑁(0, ℎ𝑡),    (19) 

ℎ𝑡 = 𝛼0 + ∑ 𝛼𝑖𝜀𝑡−𝑖
2𝑞

𝑖=1 + ∑ 𝛽𝑖ℎ𝑡−𝑖
𝑝
𝑖=1   (20) 

𝛼0 + 𝐴(𝐿)𝜀𝑡
2 + 𝐵(𝐿)ℎ𝑡    (21) 

where 

𝑝 ≥ 0,      𝑞 > 0         (22) 

𝛼0 > 0,       𝛼𝑖 ≥ 0,     𝑖 = 1, … , 𝑞,       (23) 

𝛽𝑖 ≥ 0,       𝑖 = 1, … , 𝑝.        (24) 

For p=0 the process reduces to the ARCH(q) 

process, and for p=q=0 𝜀𝑡  is simply white 

noise. In the ARCH(q) process the conditional 

variance is specified as a linear function of 

past sample variances only, whereas the 

GARCH(p,q) process allows lagged 

conditional variances to enter as well.  

The GARCH(p,q) regression model is 

obtained by letting the 𝜀𝑡′𝑠 be innovations in a 

linear regression, 

𝜀𝑡 = 𝑦𝑡 − 𝑥𝑡
′𝑏      (25) 

where 𝑦𝑡 is the dependent variable, 𝑥𝑡 a vector 

of explanatory variables, and b a vector of 

unknown parameters (Bollerslev, 1986). 

As pointed out by Sastry Pantula and an 

anonymous referee, an equivalent 

representation of the GARCH(p,q) process is 

given by 
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𝜀𝑡
2 = 𝛼0 + ∑ 𝛼𝑖𝜀𝑡−𝑖

2𝑞
𝑖=1 + ∑ 𝛽𝑗𝜀𝑡−𝑗

2𝑝
𝑗=1 − ∑ 𝛽𝑗𝑣𝑡−𝑗 +

𝑝
𝑗=1

𝑣𝑡            (26) 

and 

𝑣𝑡 = 𝜀𝑡
2 − ℎ𝑡 = (𝜂𝑡

2 − 1)ℎ𝑡         (27) 

where 

𝜂𝑡
𝑖.𝑖.𝑑.

~
𝑁(0,1)          (28) 

The simplest but often very useful GARCH 

process is of course the GARCH(1,1) process 

given by (1) and  
ℎ𝑡 = 𝛼0𝛼1𝜀𝑡−1

2 + 𝛽1ℎ𝑡−1,                    𝛼0 > 0, 𝛼1 ≥
0, 𝛽1 ≥ 0      
(29) 

𝛼1 + 𝛽1 < 1  suffices for wide-sense 

stationarity. 

 

EGARCH model 

Different models have been developed for 

testing the asymmetry of volatility. Developed 

by the EGARCH model by (Nelson, 1991) 

[24] can be written as: 

ln(𝜎𝑡
2) = 𝜔 + ∑ 𝛼𝑖 |

𝜀𝑡−𝑖

𝜎𝑡−𝑖
| + ∑ 𝛽𝑗𝑙𝑜𝑔𝜎𝑡−𝑗

2𝑞
𝑗=1 +

𝑝
𝑖=1

∑ 𝛾𝑘
𝜀𝑡−𝑘

𝜎𝑡−𝑘

𝑟
𝑘=1       

(30) 

where 

𝜎𝑡
2: the conditional variance, 

𝜔, 𝛼𝑖 , 𝛽𝑗 , 𝑎𝑛𝑑 𝛾𝑘 are parameters to be estimated. 

In order to provide stationary, 𝛽𝑗  parameter 

should be positive and < 1.  

𝛾𝑘 is an indicator of leverage effect that means 

asymmetry. This parameter must be negative 

and statistically significant (Dritsaki, 2018) 

[13]. 

The ARCH - GARCH Estimation 

In the form of conditional heteroscedasticity, 

the model for the mean and variance [AR(1)-

GARCH (1,1)] can be expressed as; 

𝑟𝑡 = 𝜇 + 𝜑𝑟𝑡−1 + 𝑢𝑡 ,                𝑢𝑡~𝑁(0, 𝜎𝑡
2)  (31) 

𝜎𝑡
2 = 𝛾0 + 𝛾1𝑢𝑡−1

2 + 𝜆𝜎𝑡−1
2    (32) 

𝜎𝑡
2 is the variance of the errors. 

The maximum likelihood method is used for 

the estimation of GARCH models. The 

logarithmic function of maximum likelihood 

is computed from the conditional densities of 

the prediction errors and is provided in the 

following form: 

𝐿 = −
1

2
∑ [ln(2𝜋) + ln(𝜎𝑡

2) + 𝑧𝑡
2]𝑛

𝑡=1   (33) 

where, 

n: the number of observations,  

𝜎𝑡
2: conditional variance, 

𝑧𝑡
2 =

𝜀𝑡
2

𝜎𝑡
2 , 

𝜀𝑡 = 𝑟𝑡 − 𝜇, 

𝑟𝑡 : the rate of return. 

 

The Box-Jenkins Method 

Forecasting is very important method to 

estimate the next periods that using in 

economics, business and industry. Holt (1957, 

1963) [18] [19], Winters (1960) [33], Brown 

(1962) [9] and Coutie (1964) [10] used 

moving averages. The ARIMA abbreviation 

stands for autoregressive integrated moving 

average model. (Box and Jenkins 1976) [8] 

applied this methodology. ARIMA is used in 

time series analysis and forecasting in many 

studies. Such as (Yule 1927) [38], (Slutsky 

1937) [29], (Walker 1931) [32], (Yaglom 

1955) [35], (Libert 1984) [21], (Maberly 

1986) [22], (Poulos et al. 1987) [26], 

(Bowerman and O’Connell 1987) [7], (Wu 

and Zhang 1997) [34], (Kim 2003) [20] and 

(Gooijer and Hyndman 2006) [17]. 

Evaluation of the models 

MAE, MAPE, RMSE and MAD criteria are 

used during the forecasting to select the best 

model.  

RMSE, MAPE and MAD statistics 

There is some performance statistics such as 

MAPE, RMSE, MAE and MAD. MAPE were 

used by Alon et al. 2001 [1] and Ravindran 

and Warsing 2013 [27]. RMSE was stressed 

by Barnston 1992 [4]. Dritsaki 2018 used 

MSE, MAE, RMSE and MAPE. 

 

𝑀𝑆𝐸 =
∑ (𝑟𝑡

2−𝜎𝑡
2)2𝑇

𝑡=1

𝑇
    (34) 

𝑅𝑀𝑆𝐸 = √∑ (𝑟𝑡
2−𝜎𝑡

2)2𝑇
𝑡=1

𝑇
    (35) 

𝑀𝐴𝑃𝐸 =
1

𝑇
∑ |

𝑟𝑡
2−𝜎𝑡

2

𝜎𝑡
2 |𝑇

𝑡=1     (36) 

𝑀𝐴𝐸 =
1

𝑇
∑ |𝑟𝑡

2 − 𝜎𝑡
2|𝑇

𝑡=1     (37) 

In these formulas; t is time period, T is total 

number of observations, 𝑦𝑡is actual value, and 

𝑦̂𝑡 is forecasted value at time t. As a 

conclusion, if we have a small value for the 

prediction error, producing forecasted value 

from the model will be good. 

 

RESULTS AND DISCUSSIONS 

 

The data used on this model of sugar price are 

monthly and refer to rgprice.  
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The data range is from January 1994 until 

April 2020. It is a total of 316 observations.  

All data are gathered from Turkish Statistical 

Institute (TurkStat). The average monthly 

values of sugar price and their returns are 

given in Figures 1 and 2, respectively. 

Monthly percentage return of sugar price is 

the first difference from natural logarithm of 

sugar price and is given from the following 

equation: 

𝑅𝑡 = 100 ∗ ln (
𝑋𝑡

𝑋𝑡−1
) = 100 ∗ [ln(𝑋𝑡) − ln (𝑋𝑡−1) 

      (38) 

where 𝑅𝑡  is monthly percentage return to 

sugar price and 𝑋𝑡 is sugar price at time t. 

 

 
Fig. 1. Average monthly values of sugar prices 

Source: Author’s calculations. 

 

We can see the nonstationary shape of the 

time series in the following graphics. This 

series is going to be examined.  

This series is randomly fluctuating and 

indicating the observation of a global trend. In 

particular, after the year 2001, the time series 

quickly increases, and then the prices show 

the behavior of uptrend. Average monthly 

values of sugar prices are present a random 

walk (Figure 1). 

Average monthly values of sugar prices rate 

are steady from Fig. 2. Thus, we can see the 

variance are unstable that sugar price returns 

show volatility. 

 

 
Fig. 2. Average monthly values of return of sugar 

prices 

Source: Author’s calculations. 

Table 1 presents the correlograms, and we 

will test if there is autocorrelation on average 

monthly returns of sugar price, as well as the 

ARCH effect. This result, belong to 

Bollerslev (1986), features GARCH models 

as the most suitable for the data of sugar price 

rate. 

 
Table 1. Correlogram of average monthly return of 

sugar price  

 
Source: Author’s calculations. 

 

 
Fig. 3. Residual of sugar price 

Source: Author’s calculations. 

 

The one step in the process was to create a 

time series plot of the data, which displayed 

the average monthly sugar prices for each 

year for the monthly from 1994 to 2020. The 

results of Figure 4 show that average monthly 

returns of the sugar price follow the normal 

distribution. Also, asymmetry’s coefficient 

that is skewness shows that the distribution of 

sugar price returns is right asymmetric 

(3.666), is leptokurtic (k=22.859), and has 

heavy tails (Fig.4).  

 

 
Fig. 4. Descriptive statistics and normal density graphs 

of average monthly return on the sugar price  

Source: Author’s calculations. 
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30 0.121 0.082 159.96 0.000

31 -0.090 -0.017 162.83 0.000

32 0.026 0.041 163.06 0.000

33 0.013 0.003 163.12 0.000

34 -0.036 0.026 163.57 0.000

35 0.047 0.020 164.34 0.000

36 -0.030 0.013 164.67 0.000
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We test the stationarity of the average 

monthly returns of the sugar price using 

Dickey-Fuller (1979, 1981) [11] [12] and 

Phillips Perron (1998) [25] tests. The results 

in Table 2 show that the average monthly 

returns of the sugar price are stationary in 

their levels on both used tests. 

 
Table 2. Stationarity test of average monthly returns of 

the sugar price  

Variable 

ADF P-P 

Constant Constant, 

Trend 

Constant Constant, 

Trend 

RGPRICE -7.289341 

(2)* 

-9.321505 

(3)* 

-15.48088 

(9)* 

-16.27060 

(3)* 

Notes: * denotes the significant at 1%, 5% and 10% 

levels, significantly. The numbers in parentheses 

represent the lag length. 

Source: Author’s calculations. 

 

ARIMA model selection for the sugar 

prices of Turkey 

Akaike’s Information Criterion (AIC) is 

expressed below the formula: 

𝐴𝐼𝐶 = 𝑙𝑜𝑔𝜎̂2 + 2
𝑝+𝑞

𝑛
   (39) 

Schwarz (SBC) or Bayesian Information 

Criterion (BIC) is expressed below the 

formula: 

𝐵𝐼𝐶 = 𝑙𝑜𝑔𝜎̂2 + 2
𝑝+𝑞

𝑛
log (𝑛)  (40) 

 

To determine the best values for the model, 

we use and prefer the smallest AIC or BIC 

values. According to literature, these two 

criteria are differ for some properties and the 

BIC criterion is preferred. Because, it has the 

feature that it will almost surely select the true 

model. 

And, different ARIMA (p,d,q) results showed 

in Table 3. In addition to, the optimum lag 

length and information criterion for the 

ARIMA (p,d,q) for D(RGPRICE) are 

presented in Table 3. With respect to LogL, 

Akaike (AIC), Schwartz (BIC), and Hannan-

Quinn (HQ) criteria, ARIMA (3,0,3) model is 

the most suitable as far as the mean monthly 

returns for the sugar price are related (Table 

3). 

The information criteria favor the ARIMA 

(3,0,3) and its results are given below in Table 

4. 

 

 

 

Table 3. LogL, AIC*, BIC and HQ test results 

Model Selection Criteria Table 

Dependent Variable: D(RGPRICE) 

Model LogL AIC* BIC HQ 

(3,3)(0,0) -620.012689  3.987382  4.082686  4.025459 

(2,4)(0,0) -620.120545  3.988067  4.083370  4.026144 

(2,3)(0,0) -621.783439  3.992276  4.075666  4.025593 

(4,4)(0,0) -619.297530  3.995540  4.114669  4.043137 

(4,3)(0,0) -621.397972  4.002527  4.109743  4.045364 

(3,4)(0,0) -621.673105  4.004274  4.111490  4.047111 

(4,1)(0,0) -631.729735  4.055427  4.138817  4.088745 

(0,1)(0,0) -635.791281  4.055818  4.091556  4.070097 

(0,2)(0,0) -635.381235  4.059563  4.107215  4.078602 

(1,1)(0,0) -635.381877  4.059567  4.107219  4.078606 

(4,2)(0,0) -631.587745  4.060875  4.156178  4.098952 

(1,2)(0,0) -634.738072  4.061829  4.121394  4.085627 

(0,3)(0,0) -635.379622  4.065902  4.125467  4.089701 

(2,1)(0,0) -635.381741  4.065916  4.125480  4.089714 

(3,2)(0,0) -633.556603  4.067026  4.150417  4.100344 

(0,4)(0,0) -634.602716  4.067319  4.138796  4.095877 

(1,4)(0,0) -633.715826  4.068037  4.151427  4.101355 

(2,2)(0,0) -634.719235  4.068059  4.139536  4.096617 

(1,3)(0,0) -634.723258  4.068084  4.139562  4.096642 

(3,1)(0,0) -634.966204  4.069627  4.141104  4.098185 

(4,0)(0,0) -657.030081  4.209715  4.281192  4.238273 

(3,0)(0,0) -666.729964  4.264952  4.324517  4.288750 

(2,0)(0,0) -669.025698  4.273179  4.320831  4.292218 

(1,0)(0,0) -690.248183  4.401576  4.437315  4.415855 

(0,0)(0,0) -730.309610  4.649585  4.673411  4.659104 

Source: Author’s calculations. 

 
Table 4. Estimation of ARIMA(3,0,3) model 

Dependent Variable: D(RGPRICE) 

Method: ARMA Maximum Likelihood (BFGS) 

Variable Coefficient Std. Error t-Statistic Prob.   

C -0.007085 0.005518 -1.283910 0.2001 

AR(1) -1.485977 0.051148 -29.05273 0.0000 

AR(2) -0.811079 0.077487 -10.46731 0.0000 

AR(3) 0.112004 0.048576 2.305742 0.0218 

MA(1) 0.679851 18.89401 0.035982 0.9713 

MA(2) -0.601398 16.47642 -0.036501 0.9709 

MA(3) -0.970395 54.72022 -0.017734 0.9859 

SIGMASQ 2.900088 29.64561 0.097825 0.9221 

R-squared 0.520144     Mean dependent var 0.001875 

Adjusted R-

squared 0.509202     S.D. dependent var 2.462297 

S.E. of 
regression 1.725010     Akaike info criterion 3.987382 

Sum squared 

resid 913.5277     Schwarz criterion 4.082686 

Log likelihood -620.0127     Hannan-Quinn criter. 4.025459 

F-statistic 47.53923     Durbin-Watson stat 2.015530 

Prob(F-
statistic) 0.000000    

Inverted AR 

Roots       .11     -.80+.59i   -.80-.59i 

Inverted MA 
Roots       .97     -.83-.56i   -.83+.56i 

Source: Author’s calculations. 
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Fig. 5. Akaike Information Criteria results 

Source: Author’s calculations. 

 

Empirical Results 

We found the Prob. Chi-Square = 0.0084 < 

0.05. And, refer to the hypothesis, we can’t 

accept the null hypothesis. Namely, we accept 

the alternative hypothesis that there is ARCH 

effect. We can conclude that we can run the 

ARCH family models such as GARCH, 

EGARCH and so on.  
𝐻0: 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝐴𝑅𝐶𝐻 𝑒𝑓𝑓𝑒𝑐𝑡 

𝐻𝑎: 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝐴𝑅𝐶𝐻 𝑒𝑓𝑓𝑒𝑐𝑡 
If we start to estimate ARCH(q), 

GARCH(p,q) and EGARCH(p,q) models, we 

can look into ARCH effects on the returns of 

the sugar price. Marquardt’s algorithm (1963) 

[23] is used for the estimation of the 

parameters.  

Some statistics belong to the estimated 

models are given in Table 5. We can look the 

log-likelihood (LL) value for fitting the 

model. If LL value has a high value, we can 

say that LL gives a good fit value. 

The estimations of all models and the standard 

errors of the parameters (coefficients) together 

with the value of log-likelihood function, as 

well as the normality test, autocorrelation test, 

and conditional heteroscedasticity test in 

Table 5. 

If we decide the most suitable value, we can 

look some statistics such as significance of 

coefficients, LL value, autocorrelation and 

heteroscedasticity. In here, The 

ARIMA(3,0,3)-GARCH(1,1) model for GED 

is the fitted distribution according to these 

statistics. In this model, whole coefficients are 

significant at 5% level, LL value has the 

highest value, no autocorrelation and 

heteroscedasticity. As a conclusion, this 

model is fitted for predicting (Table 5). 

 

Table 5. ARIMA(3,0,3)-ARCH(1), ARIMA(3,0,3)-

GARCH(1,1), and ARIMA(3,0,3)-EARCH(1,1) results 

ARIMA (3,0,3)-ARCH(1) 

Parameter Normal t-Student GED 

 𝜔 3.220(0.000) 376.63(0.999) 1.166(0.000) 

 𝛼1 0.217(0.000) 2415.93(0.999) 3.978(0.062) 

    DOF=2.000(0.000) GED=0.373(0.000) 

Log-

likelihood -654.38 -403.93 -389.60 

ARIMA (3,0,3)-GARCH(1,1) 

 𝜔 0.016(0.000) 181.14(0.998) 0.008(0.000) 

 𝛼1 0.053(0.000) 1107.68(0.998) -0.013(0.088) 

 𝛽1 0.924(0.000) 0.009(0.003) 0.989(0.000) 

    DOF=2.000(0.000) GED=0.4900(0.000) 

Log-

likelihood -512.06 -402.38 -373.82 

ARIMA (3,0,3)-EGARCH(1,1) 

 𝜔 -0.117(0.000) -0.128(0.003) -0.003(0.889) 

 𝛼1 0.161(0.000) 1.365(0.036) 0.071(0.278) 

 𝛽1 -0.223(0.000) -0.643(0.131) -0.157(0.005) 

 𝛾1 1.035(0.000) 1.000(0.000) 1.066(0.000) 

    DOF=2.011(0.000) GED=0.464(0.000) 

Log-

likelihood -500.64 -403.41 -373.30 

Notes: Value in parentheses denotes the p-values  

Source: Author’s calculations. 

 

ARIMA(3,0,3)-EGARCH(1,1) model with the 

GED distribution isn’t good for forecasting. 

Because, coefficients are not significant, 𝛽1 

coefficient is negative and less than 1 

indicating that the stationarity of the model. 

Moreover,  𝛾1  coefficient is positive and not 

significant statistically that showing the 

stationarity of the model. As a result, we can’t 

use this model for predicting (Table 5). 

Forecasting 

At this point, for the predicting of 

ARIMA(3,0,3)-GARCH(1,1) model on the 

returns of sugar price, dynamic and static 

procedures are used. During the dynamic 

estimation, the lags of dependent variable and 

ARMA terms are used for estimation. That is, 

this procedure is implemented by n-step ahead 

forecasting. The other procedure is static. In 

this step, we use the actual values belong to 

dependent variable. Its name of procedure is 

one-step ahead forecast. Using the dynamic 

and static forecast, the evaluation of 

forecasting the returns of sugar price is 
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implemented and presented, respectively in 

Figure 5. 

 

 
Fig. 6. Dynamic forecast of sugar price (GARCH) 

Source: Author’s calculations. 

 

 
Fig. 7. Dynamic forecast of sugar price (ARIMA) 

Source: Author’s calculations. 

 

Especially, some indicators are given in here 

for intance the determined model is 

complying with the past data, the fitted values 

link with the scatter of the actual data are 

good. There are some indicators such as the 

RMSE, MAE and MAPE are low relative to 

other models, the adjusted R2 is high. As a 

conclusion, residuals are white noise (Table 

6). 

 
Table 6. The test accuracies of the forecasting models for the 

GARCH and ARIMA methods for sugar prices 

Methods 

The criteria 

RMSE MAPE 
MAE 

GARCH 2.085* NA* 0.939* 

ARIMA 2.976 6191.86 2.605 

*GARCH is the best model for making forecasts 

Source: Author’s calculations. 

 

 

 

CONCLUSIONS 

 

This paper emphasizes on the creative of a 

model for the Turkish sugar price. When 

sugar price can give volatility, GARCH 

models are convenience for using as a model. 

Moreover, ARIMA(3,0,3)-ARCH(1), 

ARIMA(3,0,3)-GARCH(1,1) and 

ARIMA(3,0,3)-EGARCH(1,1) models were 

estimated for registering symmetry effect’s 

volatility on sugar price. The estimation of 

ARIMA(3,0,3)-EGARCH(1,1) model is used 

for finding the leverage effect. That is, 

positive shocks cause for the lower volatility. 

As a conclusion, By using the dynamic 

process, ARIMA(3,0,3)-GARCH(1,1) model 

is gathered. According to results of this study, 

we can say that GARCH model has a good 

estimation to predict the sugar prices. 

In order to identify the ARIMA model for a 

time series, we calculated the different 

ARIMA models. In this study, first of all 

sugar prices are taken by logarithmized and 

used the first order difference. This method is 

the best way to select the ARIMA model.  

During the evaluation, important statistical 

tests were used. Especially, the significance of 

the coefficients and used to test the residuals 

were taken. To evaluate the fit of the ARIMA 

models, The Akaike information criterion 

(AIC) and the Bayes information criterion 

(BIC) are used. The R2 and Adjusted R2 were 

evaluated. In order to determine the best 

ARIMA model, these criteria are used. The 

autocorrelation and partial autocorrelation 

give the impression that the residuals 

estimated from the ARIMA (3,0,3) are 

approximately white noise. The mean absolute 

percentage error (MAPE), root mean square 

error (RMSE) and mean absolute deviation 

(MAD) are used for selecting the best model 

forecasting.  

Due to all criteria values for the GARCH (1,1) 

model are the lowest and fitted values is the 

best model in this study by comparing these 

criteria.  

We believe that the research methodology and 

the results given in this paper can be useful 

for the strategy setting of Turkish agricultural 

economists, economists and government 

authorities. 

-15

-10

-5

0

5

10

15

20

94 96 98 00 02 04 06 08 10 12 14 16 18

RGPRICEFD Actua l s ± 2 S.E.

Foreca s t: RGPRICEFD

Actua l : RGPRICE

Foreca s t s ample: 1994M01 2020M04

Included obs erva tions : 316

Root Mea n Squared Error 2.084648

Mea n Abs olute Error      0.939380

Mea n Abs . Percent Error NA

Thei l  Inequa l i ty Coef. 0.948773

     Bias  Proportion         0.129703

     Varia nce Proportion  NA

     Cova riance Proportion  NA

Thei l  U2 Coeffi cient         NA

Symmetric MAPE             143.5725

Foreca s t: RGPRICEFD

Actua l : RGPRICE

Foreca s t s ample: 1994M01 2020M04

Included obs erva tions : 316

Root Mea n Squared Error 2.084648

Mea n Abs olute Error      0.939380

Mea n Abs . Percent Error NA

Thei l  Inequa l i ty Coef. 0.948773

     Bias  Proportion         0.129703

     Varia nce Proportion  NA

     Cova riance Proportion  NA

Thei l  U2 Coeffi cient         NA

Symmetric MAPE             143.5725

0

10

20

30

40

94 96 98 00 02 04 06 08 10 12 14 16 18

Forecast of Variance

-6

-4

-2

0

2

4

6

8

10

12

94 96 98 00 02 04 06 08 10 12 14 16 18

RGPRICEF ± 2 S.E.

Forecast: RGPRICEF

Actual: RGPRICE

Forecast sample: 1994M01 2020M04

Adjusted sample: 1994M05 2020M04

Included observations: 312

Root Mean Squared Error 2.976250

Mean Absolute Error      2.605497

Mean Abs. Percent Error 6191.860

Theil Inequality Coef. 0.558995

     Bias Proportion         0.627060

     Variance Proportion  0.011457

     Covariance Proportion  0.361483

Theil U2 Coefficient         4.955750

Symmetric MAPE             149.5641

Forecast: RGPRICEF

Actual: RGPRICE

Forecast sample: 1994M01 2020M04

Adjusted sample: 1994M05 2020M04

Included observations: 312

Root Mean Squared Error 2.976250

Mean Absolute Error      2.605497

Mean Abs. Percent Error 6191.860

Theil Inequality Coef. 0.558995

     Bias Proportion         0.627060

     Variance Proportion  0.011457

     Covariance Proportion  0.361483

Theil U2 Coefficient         4.955750

Symmetric MAPE             149.5641



Scientific Papers Series Management, Economic Engineering in Agriculture and Rural Development  

Vol. 21, Issue 3, 2021 

PRINT ISSN 2284-7995, E-ISSN 2285-3952  

711 

REFERENCES 

 
[1]Alon, I., Qi, M., Sadowski, R.J., 2001, Forecasting 

aggregate retail sales: a comparison of artificial neural 

networks and traditional methods, Journal of Retailing 

and Consumer Services, 8(3): 147-156. 

[2]Apergis, N., Rezitis, A., 2003, Agricultural price 

volatility spillover effects: the case of Greece.  

European Review of Agricultural Economics, 30(3): 

389-406. 

[3]Aradhyula, S.V., Holt, M.T., 1988, GARCH time-

series models: an application to retail livestock prices. 

Western Journal of Agricultural Economics, 13(2): 

365-374. 

[4]Barnston, A., 1992, Correspondence among the 

correlation [root mean square error] and heidke 

verification measures; refinement of the heidke score. 

Notes and Correspondence. Climate Analysis Center. 

[5]Beckmann, J., Czudaj, R., 2014, Volatility 

transmission in agricultural futures markets. Economic 

Modelling, 36: 541-546. 

[6]Bollerslev, T., 1986, Generalized autoregressive 

conditional heteroskedasticity. Journal of 

Econometrics, 31(3): 307-327.  

[7]Bowerman, B.L., O’connell, R.T., 1987, Time series 

forecasting: unified concepts and computer 

implementation. 2nd Edition. Boston: Duxbury Press. 

[8]Box, G.E.P., Jenkins, G.M., 1976, Time series 

analysis: forecasting and control, San Francisco: 

Holden Day. 

[9]Brown, R.G., 1962, Smoothing, Forecasting and 

Prediction of Discrete Time Series, Prentice-Hall, New 

Jersey. 

[10]Coutie, G.A., 1964, Short-Term Forecasting. 

Published by Published for Imperial Chemical 

Industries By Oliver and Boyd. 

[11]Dickey, D.A., Fuller, W.A., 1979, Distributions of 

the estimators for autoregressive time series with a unit 

root. Journal of American Statistical Association, 

74(366): 427-431.  

[12]Dickey, D.A., Fuller, W.A., 1981, Likelihood ratio 

statistics for autoregressive time series with a unit root. 

Econometrica, 49(4): 1057-1072.  

[13]Dritsaki, C., 2018, Modeling and forecasting of 

british pound/us dollar exchange rate: an empirical 

analysis. In: Tsounis, N., Vlachvei, A., (eds) 

advances in panel data analysis in applied economic 

research. ICOAE 2017. Springer Proceedings in 

Business and Economics. Springer, Cham. 

[14]Engle, R.F., 1982, Autoregressive conditional 

heteroskedasticity with estimates of the variance of 

U.K. inflation. Econometrica, 50(4): 987-1008.  

[15]G20 Information Centre, 2020, 

(http://www.g20.utoronto.ca/2013/2013-0906-

declaration.html, Accessed on May 18, 2020. 

[16]G20 Information Centre, 2020, 

http://www.g20.utoronto.ca/2012/2012-0619-

loscabos.html, Accessed on May 18, 2020. 

[17]Gooijer, J., Hyndman, R., 2006, 25 years of time 

series forecasting. International Journal of Forecasting, 

22: 443-473. 

[18]Holt, C.C., 1957, Forecasting Seasonals and Trends 

by Exponentially Weighted Moving Averages. ONR 

Memorandum, Vol. 52, Carnegie Institute of 

Technology, Pittsburgh. Available from the 

Engineering Library, University of Texas, Austin. 

[19]Holt, S.J., 1963, A method for determining gear 

selectivity and its application. ICNAF Special 

Publication, 5, 106-115. 

[20]Kim, J.H., 2003, Forecasting autoregressive time 

series with bias corrected parameter estimators. 

International Journal of Forecasting, 19: 493-502. 

[21]Libert, G., 1984, The m-competition with a fully 

automatic box–jenkins procedure. Journal of 

Forecasting, 3: 325-328. 

[22]Maberly, E., 1986, The informal content of the 

interday price change with respect to stock index 

futures. Journal of Futures Markets, 6: 385-395. 

[23]Marquardt, D.W., 1963, An algorithm for least 

squares estimation of nonlinear parameters. Journal of 

the Society for Industrial and Applied Mathematics, 11: 

431-441. 

[24]Nelson, D.B., 1991, Conditional heteroscedasticity 

in asset returns: A new approach. Econometrica, 59(2), 

347-370. 

[25]Phillips, P.C.B., Perron, P., 1998, Testing for a unit 

root in time series regression. Biometrika, 75(2): 335-

346.  

[26]Poulos, L., Kvanlı, A., Pavur, R., 1987, A 

comparison of the accuracy of the box–jenkins method 

with that of automated forecasting methods. 

International Journal of Forecasting, 3: 261-267. 

[27]Ravindran, A., Warsing, D.P., 2013, Supply chain 

engineering: models and applications. Florida: Boca 

Raton. 

[28]Sanjuan-Lopez, A., Dawson P.J., 2017, Volatility 

effects of ındex trading and spillovers on us agricultural 

futures markets: a multivariate garch approach. Journal 

of Agricultural Economics, 68(3): 822-838. 

[29]Slutsky, E., 1937, The summation of random 

causes as the source of cyclic process, Econometrica, 5. 

[30]Turkseker, 2020, Türkşeker. [Dataset]. Available at 

http://turkseker.gov.tr, Accessed on June 23, 2020. 

[31]Turkstat 2020, Turkish Statistical Institute. 

[Dataset]. Available at http://tuik.gov.tr, Accessed on 

June 19, 2020. 

[32]Walker, G., 1931, On periodicity in series of 

related terms. Proceedings of The Royal Society, A131. 

[33]Winters, P.R., 1960, Forecasting Sales by 

Exponentially Weighted Moving Averages, 

Management Science, 6, 324-342. 

[34]Wu, Y., Zhang, H., 1997, Forward premiums as 

unbiased predictors of future currency depreciation: a 

non-parametric analysis. Journal of International 

Money and Finance, 16: 609-623. 

[35]Yaglom, A., 1955, The correlation theory of 

processes whose nth difference constitute a stationary 

process, American Mathematical Society. 

[36]Yang, J., Leatham, D.J., 1999, Price discovery in 

wheat futures markets. Journal of Agricultural and 

Applied Economics, 31(2):359-370. Southern 

Agricultural Economics Association. 

https://www.researchgate.net/journal/0969-6989_Journal_of_Retailing_and_Consumer_Services
https://www.researchgate.net/journal/0969-6989_Journal_of_Retailing_and_Consumer_Services
http://www.g20.utoronto.ca/2013/2013-0906-declaration.html
http://www.g20.utoronto.ca/2013/2013-0906-declaration.html
http://www.g20.utoronto.ca/2012/2012-0619-loscabos.html
http://www.g20.utoronto.ca/2012/2012-0619-loscabos.html
http://turkseker.gov.tr/
http://tuik.gov.tr/


Scientific Papers Series Management, Economic Engineering in Agriculture and Rural Development  

Vol. 21, Issue 3, 2021 

PRINT ISSN 2284-7995, E-ISSN 2285-3952  

712 

[37]Yang, J., Haigh, M.S., Leatham, D.J., 2001, 

Agricultural liberalization policy and commodity price 

volatility: a GARCH application. Applied Economics 

Letters, 8(9): 593-598. 

[38]Yule, G.U., 1927, On the method of investigating 

periodicities in disturbed series, with special reference 

to wolferts sunspot numbers, Philosophical 

Transactions of the Royal Society London, Series A, 

226: 267-298. 

[39]Zhang, Y., Choudhry, T., 2015, Forecasting the 

daily dynamic hedge ratios by GARCH models: 

evidence from the agricultural futures markets. The 

European Journal of Finance, 21(4): 376-399. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


